
• Simultaneous gradient updates in GAN training lead to 
unstable dynamics

• Similar degenerate behaviors have been studied by the 
coevolutionary computing for minimax optimization

– Mode Collapse      Focusing

– Discriminator Collapse      Relativism

– Vanishing Gradients      Loss of Gradients

• Supplementing GAN training with established 
coevolutionary techniques proposed to address the 
unstable dynamics

Lipizzaner is a distributed, coevolutionary framework to simultaneously train multiple GANs with gradient-
based optimizers

MOTIVATION MUSTANGS: DISTRIBUTED COEVOLUTIONARY GANs TRAINING

Generative Adversarial Networks

Mustangs distributes populations over a 
spatial grid
• Grid cells represent population of 

training instances
• Cells communicate only with 

neighboring cell
• Computational benefits

– Linear instead of quadratic scaling
– Large datasets can be split onto 

different cells
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For each iteration, each network randomly picks a 
loss function to optimize its weights according to 
different objectives

Open source implementation: 
https://github.com/mustang-gan/RESULTS
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